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before we begin...



"Content-based image retrieval (CBIR), 
[...] is the application of computer vision 
techniques to the image retrieval 
problem, that is, the problem of 
searching for digital images in large 
databases."
-- wikipedia.org
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# Offline
feature_extractor = resnet18(pretrained=True)
reference_features = torch.cat(
    [feature_extractor(load_image(p)) for p in image_paths]
)



# Offline
feature_extractor = resnet18(pretrained=True)
reference_features = torch.cat(
    [feature_extractor(load_image(p)) for p in image_paths]
)

# Online
query_image = load_image("sample_image.jpg")
query_feature = feature_extractor(query_image)

sim = F.cosine_similarity(query_feature, reference_features)
sorted_sim, sorted_index = torch.topk(sim, dim=top_k)





Metrics
- mean average precision (mAP)
- normalized discounted
 cumulative gain (NDCG)
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Speed-up
Search



sim = F.cosine_similarity(
    query_feature, reference_features,
)

sorted_sim, sorted_index = torch.topk(
    sim, k=top_k,
)
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